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1 Introduction

Large problems coming from numerical simulation or life science can now solved through
the Internet using grid middleware infrastructure. Several approaches co-exist to port
applications on grid platforms like classical message-passing, batch processing, web portals,
etc. Even if the first applications of grid platforms were made of large sets of independent
tasks, real life applications consists of graphs of dependent tasks, also named workflows.
The scheduling of these tasks over distributed, heterogeneous, and dynamic platforms is
a big challenge for computer scientists.

Scheduling has attracted numerous researches from theory to pratical implementation
in software environments. This tough problem [38] is even more complicated for real-
life application workflows on non-dedicated environment. In this report, we survey the
different techniques for scheduling application workflows on grids.

Several surveys are already available around scheduling for distributed systems. Among
them the following reports are close to our researches: static algorithms [37], workflows
scheduling [69], workflow management systems [67], and scheduling algorithms for Grid
Computing [11].

The rest of this report is organized as follows. The first section (2) presents the
modelization of the problem and the resources used. The second section presents a survey
of scheduling heuristics for DAG on distributed platforms. The last section before the
conclusion describes the algorithms taking into account QoS constraints (on data, budget,
or deadlines) as well as algorithms chosen for existing workflow middleware.

2 Problem modelisation

2.1 DAG model

The DAG is a generic model of a workflow application consisting of a set of tasks (nodes)
among which precedence constraints exist. It is represented by G = (V,E), where V is the
set of v tasks that can be executed on a subset of the available processors. E is the set of
e directed arcs or edges between the tasks that maintain a partial order among them. The
partial order introduces precedence constraints, i.e. if edge ei,j ∈ E, then task vj cannot
start its execution before vi completes. Matrix D of size v× v denotes the communication
data size, where di,j is the amount of data to be transferred from vi to vj . A task graph
is a weighted graph. The weight wi of a node vi usually represents its computation cost.
The weight of an edge stands for the communication requirement between the connected
tasks (the amount of data that must be communicated between them). In a given task
graph, a root node is called an entry task and a leaf node is called exit task. it is usually
assumed that the task graph is a single-entry and single-exit one. If there is more than
one exit or entry task, we can always connect them to a zero-cost pseudo exit or entry
task with zero-cost edges. This will not affect the model.

Parallel scientific applications can be divided in two major classes: data– and task–
parallel applications. The former consists in applying the same operation in parallel on
different elements of a data set, while the latter is defined to be concurrent computations on
different data sets. These two classes can be combined to get a simultaneous exploitation
of data– and task–parallelism, so called mixed–parallelism. In mixed–parallel applications,
several data–parallel computations can be executed concurrently in a task–parallel way.
Mixed–parallelism programming employs a M–SPMD (Multiple SPMD) style which is
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Figure 1: DAG example

the combination of both task–parallelism (MPMD) and data-parallelism (SPMD). Such
an exploitation of mixed–parallelism has many advantages. One of them is the ability
to increase scalability because it allows the use of more parallelism when the maximal
amount of data– or task–parallelism that can be exploited is reached. A good overview of
this topic is given in [4].

Most of the researches about the simultaneous exploitation of data– and task–parallelism
have been done in the area of programming languages to give simple high level accesses
to more parallelism and in the area of compilers, where problems such as scheduling and
allocation of concurrent data–parallel tasks are studied [56].

2.2 Ressources model

There are a lot of possible way to define the resources model. In general, the resource
model is modelized as a valued directed graph where vertices represent resources and
edges represent connections between 2 resources. Let’s define a set of resource R {ru,
1 ≤ u ≤ |R|}, and a set of connection C between 2 resources ru and rv, cu,v. This defines
the platform model ℘ = (R,C). The platform model is define by a topology : the shape
of the graph. You can imagine a plethora of topology usual set of those used are : linear
chain, bus , ring, strar, mesh, tree, hypercube, clique, and combinaison of the different
regular topology.

Then, when the toplogy is chosen, the characteristic of the resources are defined :
computing capacity, storage capacity ... , The connection are valued by a capacity or a
bandwidth.

Classical topology for a computing platform is virtual clique of resources, each resource
can communicate with each other. Then this model is decline into different variants :

1. fully homogeneous : all resources are homogeneous i.e they all have the same char-
acteristic

2. fully uniform heterogeneous : all resources are heterogeneous, it exists a relation
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Figure 2: topology examples

between the properties of the resources i.e : one resources is twice faster than an
other for all tasks

3. fully unrelated heterogeneous : all resources are heterogenous and it does not exist
any relation between characteristics of the resources.

Some of research try to define a realistic communication model between resources,
some others define a realistic model for the computation model. The difficulty in the
workflow scheduling problem is that we have to take into acount 2 realistics models, one
for the communication layer and one for the computation.

The choice of the resource model is important for the definition of the scheduling
problem. All resource model try to fit a particular real world situation. Theoritical results
usually depend on the resource model.

3 Scheduling heuristics

A plethora of heuristics have been proposed based on a wide spectrum of techniques,
including branch-and-bound, integer-programming, searching, graph- theory, randomiza-
tion, genetic algorithms, and evolutionary methods. The objective of this survey is to
describe various scheduling algorithms and their functionalities in a contrasting fashion as
well as examine their relative merits in terms of performance and time-complexity.
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3.1 List scheduling

List scheduling heuristics maintain a list of nodes according to their priorities. A list
scheduling algorithm repeatedly carries out the following steps:

(1) Take a task from a list of unscheduled ready task. A task becomes ready for assign-
ment when all of its parents are scheduled.

(2) Select a suitable processor for assignment. Typically, a suitable processor is one that
can execute the task the earliest.

(3) Assign the task the ”suitable processor” and the task from the listof unschedule
tasks.

The first step of the list scheduling is also known as task prioritizing, the second step as
processor selection. We can distinguish static and dynamic list scheduling : the scheduling
list is statically constructed before node allocation begins and the sequencing in the list
is not modified. In some heuristics, the priority of unscheduled tasks are recomputed
after each (or a certain number of ) allocation then the scheduling list sequencing is re-
arranged. Those list scheduling heuristics are named as dynamic. Dynamic list scheduling
can potentially generate better schedules. However, a dynamic approach can increase the
time-complexity of the scheduling algorithm.

There are various ways to determine the priorities of nodes. Two frequently used
attributes for assigning priority are the t-level (top level) and b-level(bottom level). The
t-level of a task ni is the length of a longest path ( the longest path is not unique) from
an entry node to ni (excluding ni). Here the length of a path is the sum of all the node
and edge weights along the path. The t-level ni highly correlates with nis earliest start-
time, denoted by Ts(ni) , which is determined after ni is scheduled to a processor. This is
because after ni is scheduled, its Ts(ni) is simply the length of the longest path reaching
it. The b-level of a node ni is the length of a longest path from ni to an exit node. The
b-level of a node is bounded from above by the length of a critical path. A critical path
(CP) of a DAG, which is an important structure in the DAG, is a longest path in the
DAG. Clearly, a DAG can have more than one CP. The s-level ... The time-complexity of
a procedure to calculate the t-level, the b-level or the s-level is O(e + v).

node b-level t-level sl ALAP
t1 37 0 26 0
t2 21 5 17 16
t3 25 5 20 12
t4 32 5 22 5
t5 16 12 15 21
t6 18 19 12 19
t7 6 31 5 31
t8 3 34 3 34

Different algorithms use the t-level and b-level in different ways. Some algorithms
assign a higher priority to a node with a smaller t-level while some algorithms assign a
higher priority to a node with a larger b-level. Still some algorithms assign a higher priority
to a node with a larger (b-level - t-level). In general, scheduling in a descending order of
b-level tends to schedule critical path nodes first, while scheduling in an ascending order
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of t-level tends to schedule nodes in a topological order. The composite attribute (b-level
- t-level) is a compromise between the previous two cases. If an algorithm uses a static
attribute, such as b-level or static b-level, to order nodes for scheduling, it is called a static
algorithm; otherwise, it is called a dynamic algorithm. The Tab 3.1 shows the value of
the different attributes describe in the case of the DAG of the Figure 1.

Comp. costs Comm. cost Priority List type Complexity
HLEFT any any b-level static O(v2)

List scheduling heuristics have been extensively used for mixed parallelism problems.
In [53], Ramaswamy introduces a structure to describe mixed–parallel programs: the

Macro Dataflow Graph (MDG), a direct acyclic graph where nodes represent sequential
or data–parallel computations and edges represent precedence constraints, with two dis-
tinguished nodes, one preceding and one succeeding all other nodes. Once the MDG is
extracted from the code, a two step algorithm is applied to place and schedule tasks on
the computing resources.

3.2 Clustering heuristics

Task clustering heuristic algorithms [39] have a number of properties in common when they
try to achieve the goal of finding an optimal clustering for a DAG G. They all perform a
sequence of clustering refinements starting with an initial clustering (initially each task is
assumed to be in a cluster). Tasks are grouped into a set of clusters (unbounded) using
linear or nonlinear clustering heuristics [16], [35], [66], [62] Each step performs a refinement
of the previous clustering so that the final clustering satisfies or near to the original goals.
The algorithms are non-backtracking, i.e., once the clusters are merged in a refinement
step, they cannot be unmerged afterwards. A typical refinement step is to merge two
clusters and zero the edge that connect them. Zeroing the communication cost on the
edge between two clusters try to achieve the goal of reducing the makespan (or parallel
time) of the schedule. in the second phase, clusters are mapped onto the set of available
processors using communication sensitive or insensitive heuristics [41]. Complexity of
clustering algorithms tends to be lower in comparison to list-based techniques because
during the clustering phase, the former is not required to work on the limited processors
constraint as is generally the case with the latter, and during the mapping phase, low
complexity load balancing heuristics may be employed in clustering-based algorithms.
However, comparison in terms of quality of schedule generated is left open [40].

3.3 Duplication based

from [1] Task duplication means scheduling a parallel program by redundantly allocating
some of its tasks on which other tasks critically depend. This reduces the start times
of waiting tasks which can eventually improve the overall execution time of the whole
program. Duplication based scheduling can be particularly useful for systems with high
communication overhead such as a network of workstations.

Duplication Scheduling Heuristic. The DSH (Duplication Scheduling Heuristic) al-
gorithm [36] uses the static level (defined as the largest sum of computation costs along
a path from the node to an exit node) as the priority for each node. The algorithm con-
siders each node in descending order of their priorities. In examining the suitability of a
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processor for a node, the algorithm first determines the start time of that node on the
processor without duplication of any ancestor, and then considers the duplication time
slot (the idle time period from the finish time of the last scheduled node on the processor
and the start time of the node currently under consideration). If a suitable processor is
found, the algorithm attempts to duplicate the parents of the node into the duplication
time slot until either the slot is used up or the start time of the node does not improve
further. This process is repeated for other processors and the node is scheduled to the
processor that gives the smallest start time. The DSH algorithm calculates the priorities
of nodes based on static levels which may not accurately capture the relative importance
of nodes because dynamically changing communication costs (during the scheduling steps)
among nodes are not taken into account. Furthermore, duplication may not always be
very effective since the algorithm considers only one idle time slot on a processor.

PY algorithm. The PY algorithm (named after Papadimitriou and Yannakakis) [47]
uses an attribute called the e-value to approximate the absolute achievable lower bound
of the start time of a node. This attribute is computed recursively beginning from the
entry nodes to the exit nodes. After computing the e-values, the algorithm inserts each
node into a cluster in which a group of parents are duplicated such that the data arrival
times from these ancestors are larger than the e-value of the node. It has been shown that
the schedule length generated by the algorithm is within a factor of two from the optimal.
The algorithm clusters nodes in a subgraph for duplication by using a node inclusion
inequality which checks the message arrival times against the lower bound values of the
candidate node under consideration. This can potentially leave out the nodes which are
more important for reducing the start time of the given node, and this may lead to a poor
schedule.

Lower Bound. We call the algorithm proposed in [9] the LWB (Lower Bound) algorithm
based on its main procedure. The algorithm first determines the lower bound start time
(denoted by lwb) for each node and then identifies a set of critical edges in the DAG. A
critical edge is one in which a parents message available time for the child is greater than
the lower bound start time of the child. Thus, the parent and child have to be scheduled
to the same processor in order to reduce the start time of the child. Based on this idea, the
LWB algorithm schedules every path of critical edges to a distinct processor. Since these
paths may share ancestors, duplication is employed. It should be noted that the lwb value
of a node is different from the e-value used in the PY algorithm in that the lwb value is
computed by considering a single path from an entry node, while the e-value is computed
by taking the whole subgraph reaching the node into account. The algorithm considers
only those ancestors which are on a single path. When a node has more than one heavily
communicated parent, this technique does not minimize the start time of the node (which
can be done by duplicating more than one parents on a processor). Nevertheless, as is
shown in [9], the LWB algorithm can generate optimal schedules for task graphs in which
node weights are strictly larger than any edge weight.

Bottom-Up Top-Down Duplication Heuristic. The BTDH (Bottom-Up Top-Down
Duplication Heuristic) algorithm [8] is essentially an extension of the DSH algorithm [36]
described above. The major improvement brought by the BTDH algorithm over the
DSH algorithm is that the former keeps on duplicating ancestors of a node even when
the duplication time slot is filled up and the start time of the node under consideration
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temporarily increases. This strategy is based on the intuition that the start time may
eventually be reduced by duplicating all the necessary ancestors. As the BTDH algorithm
also uses static level for priority assignment, it may not always accurately capture the
relative importance of nodes.

Linear Clustering with Task Duplication. The LCTD (Linear Clustering with Task
Duplication) algorithm [5] first iteratively clusters nodes into larger nodes. At each iter-
ation, nodes on the longest path are clustered and removed from the task graph. This
operation is repeated until all nodes in the graph are removed. After performing the
clustering step, the LCTD algorithm identifies those edges among clusters that deter-
mine the overall completion time. The algorithm then attempts to duplicate the parents
corresponding to these edges to reduce the start times of some nodes in the clusters. Lin-
ear clustering may not always accurately identify the nodes that should be scheduled to
the same processor. In addition, in the context of duplication based scheduling, linear
clustering prematurely constrains the number of processors used. This constraint can be
detrimental because the start times of some critical nodes may possibly be significantly
reduced by using a new processor in which its ancestors are duplicated.

Critical Path Fast Duplication. CPFD is an algorithm that based on partitioning
the DAG into three categories: critical path nodes (CPN), in-branch nodes (IBN), and
out-branch nodes (OBN). An IBN is a node from which there is a path reaching a CPN. An
OBN is a node which is neither a CPN nor an IBN. Using this partitioning of the graph, the
nodes can be or- dered in decreasing priority as a list called the CPN-Dominant Sequence.
CPFD will then schedule all the nodes according to the CPN-Dominant Sequence following
some rules.

Large Scale Optimal Algorithm. An optimal algorithm (LSOA) for task duplication
based cluster scheduling. LSOA searches the whole problem space, therefore it promises
optimal solution while not guarantee acceptable running time. LSOA has effective cutting
strategies to reduce the search spaces. Although running time degenerates with the incre-
ment of CCR rapidly, LSOA can found optimal solutions using less time than sub-optimal
algorithms such as CPFD in many large scale cases

Task duplication-based scheduling Algorithm for Network of Heterogeneous
systems. Task duplication-based scheduling Algorithm for Network of Heterogeneous
systems (TANH) [3], [54],[55]

3.4 Metaheuristics

from [43] The family of metaheuristics includes, but is not limited to, adaptive memory
procedures, ant systems, evolutionary methods, mimetic algorithms, variable neighbor-
hood search, greedy randomized adaptive search, scatter search, neural networks, and
their hybrids. For an extensive survey on metaheuristic strategies see [34, 57]. Three
strategies have been most popular and successful from among the metaheuristics over the
years: simulated annealing, tabu search, and genetic algorithms.

Metaheuristics are a class of approximate methods that have been developed dramat-
ically since their inception in the early 1980s. They are designed to attack com- plex
optimization problems where classical heuristics and optimization methods have failed to
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be effective and efficient. A metaheuristic is formally defined as an iterative generation
process which guides a subordinate heuristic by combining intelligently different concepts
for exploring and exploiting the search space, learning strategies are used to structure in-
formation in order to find efficiently near-optimal solutions Local (neighbourhood) search
methods form a general class of heuristics to obtain near-optimal (approximate) solution
with a reasonable computational time. For a minimisation problem, the local search de-
scent method is the simplest neighbour- hood search algorithm. It starts from an initial
solution as its current solution. It then explores the vicinity of this solution using a cer-
tain mechanism to generate neigh- bouring solutions. Neighbours are then accepted to
replace the current solution if they improve upon it. The search continues until no further
improvement can be made and the algorithm terminates with a local optimum. The local
optimum produced by the local search procedure can be very far from optimality. In
order to avoid such disadvantages while maintaining the simplicity and generality of the
approach, the following concepts which form the basis of most metaheuristics are normally
consid- ered:

(1) Start from good initial solutions which can be generated intelligently using greedy
random adaptive search procedures [14] or space-search methods [61]

(2) Use the learning strategies of neural networks [60] and tabu search [25] that gather
information during the algorithms execution in order to guide the search to find
possibly better solutions.

(3) Employ non-monotonic search strategies that sample accept neighbours based on
hybrid modifications of simulated annealing and tabu search methods or others [23,
24]; [63]; [44, 46, 45], and [29].

(4) Introduce a more complex neighbourhood mechanism, such as ejection chains, see
[19]; [12] and [6] and compound moves with proper data structures, [22]; [44] and
[30].

(5) Employ a solution-generation mechanism that works on a set of solutions rather than
a single solution, as in genetic algorithms [42], evolutionary programming [15] and
scatter search [21].

3.4.1 Constraint Logic Programming

Constraint Logic Programming (CLP) is a field of research in Artificial Intel- ligence [64].
CLP techniques have recently attracted much interest and become commercially adopted
due to their ability to represent and solve constraint satisfaction problems, and are thus
suitable for dealing with scheduling problems [31]. In CLP, a problem is formulated in
terms of finite domain variables and the constraints imposed upon them. Finite domain
variables are those which can be assigned a finite number of integer values. A solution
is found through enumeration of a tree search. A CLP technique would generate values
for the variables, propagating values through the constraints in order to prune parts of
the solution space where inconsistencies are discovered. At each step of the enumeration,
consistencies between the original constraints and those added during the process are
kept by altering the domains of the relevant variables through removing certain integer
values from their domains. Constraints can force a variable to have an empty domain,
indicating no possible value to satisfy all the constraints. Therefore, the added con- straint
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is violated; branching is then halted and backtracking takes place. The basic method is
therefore a backtrack search with a look-ahead mecha- nism. Look-ahead algorithms
propagate constraints after assigning a value to each variable in order to reduce the search
space and anticipate dead-ends (Haralick and Eliott, 1980). A CLP method does not need
to be programmed by the user, but is provided by the CLP languages, such as PROLOG.
The price for such flexibility is a loss of efficiency in solving even a moderate size problem.
However, intelligent back- tracking, learning and other hybrid algorithms are often used
to improve the CLP performance [17]; [50]; [10] and [51].

3.4.2 Natural evolutionary computation

The field of natural evolution is in a stage of tremendous growth. The most obvious ap-
proach is to characterize the field in terms of its historical evolution. There are currently
three well-defined paradigms which have served as the basis for much of the research in the
field: Genetic Algorithms (GA); Evolution Strategies (ES); Evolutionary Programming
(). Each of these paradigms emphasizes a different facet of natural evolution. In gen-
eral, these paradigms are based on a population-based optimization process. Simulating
this process on a computer results in stochastic optimization techniques that can often
outperform classical methods of optimization when applied to difficult real-world prob-
lems. Historically, there are associations between GAs and binary string representations
of solutions, between ESs and vectors of real numbers and between EPs and finite state
machines. The EP and ES communities have emphasized a mechanism for reproduction
based on mutation. By contrast, the GA community emphasized reproduction based on
recombination and mutation.

Genetic algorithms. Genetic algorithms (GAs) originated from the studies of cellular
automata conducted by John Holland and his colleagues. Hollands book in 1975 is gener-
ally acknowledged as the beginning of GA research and only recently has their potential
for solving combinatorial optimization problems been explored. Genetic algorithms owe
their name to an early emphasis on representing and manipulating individuals in terms of
their genetic make-up rather than using a phenotypic representation. The basic idea is to
maintain a population of candidate solutions which evolves under a selective pressure that
favours the survival of the fittest. Hence they can be viewed as a class of local search meth-
ods that employ a solution-generation mechanism which operates on attributes of a set of
solutions rather than attributes of a single solution using a move-generation mechanism.

The fundamental idea of GA is that it operates on a finite population of N chromo-
somes (solutions). The chromosomes are fixed strings with binary values (alleles) at each
position (or locus). An allele is the 0 or 1 value in the bit string, and the locus is the
position at which the 0 or 1 value is present in each location of the chromosome. Each
chromosome of the population is evaluated according to some fitness function. Members
of the population are selectively interbred in pairs to produce offspring. The fitter a mem-
ber of the population the more likely it is to produce offspring. Genetic operators are
used to facilitate the breeding process that results in offspring inheriting properties from
their parents. The offspring are evaluated and placed in the population, possibly replacing
the weaker members of the last generation. Thus, the search mechanism consists of three
phases: evaluation of the fitness of each chromosome, selection of the parent chromosomes,
and applications of mutation and re-combination (crossover) operators to the parent chro-
mosomes. The new chromosomes resulting from these operations form the population for
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the next generation and the process is repeated until the system ceases to improve. The
survival of the fittest principle ensures that the overall quality of solutions increases as the
algorithm progresses from one generation to the next.

3.4.3 Neural networks

Artificial neural networks are very powerful in scientific and engineering applications when
used to predict, classify or recognize patterns due to the inherent data classification capa-
bilities and massively parallel processing power. They have not been as successful when
applied to optimization problems and are not competitive with the best metaheuristics
from the operations research literature, when applied to combinatorial optimization prob-
lems. The interest in using neural networks for combinatorial optimization problems began
in the mid-1980s with the work of [32, 33] on the travelling salesman problem. There are
two basic approaches to using neural networks for solving optimization problems. The
first approach is based on statistical physics and includes the Hopfield- Tank and the
Mean-Field annealing neural networks algorithms. In the Hopfield-Tank approach, the set
of all possible solutions of a combinatorial optimization problem is mapped onto the set
of all possible states of the network. The network is normally composed of one-layered
neurons with fully weighted connections. An energy function is defined over the set of
all possible states and it depends on the weights of the connections of the network. The
neural networks algorithm iterates towards a ground state of minimum energy that corre-
sponds to an optimal solution satisfying all constraints of the combinatorial optimization
problem. Due to the feedback characteristics, the Hopfield-Tank model converges to a
local minimum. Various modifications have been proposed to alleviate this problem such
as the incorporations of simulated annealing in a Boltzmann machine and other stochastic
models. The second approach is based on competitive neural networks and includes the
Kohonen self-organizing network and the deformable (elastic) nets in that neurons are
allowed to compete to become active under certain conditions. The aim of the Kohonen
model is to find a mapping from a high dimensional input space onto a lower dimensional
discrete lattice (usually two) of formal neurons. The mapping tries to reflect the topologi-
cal neighbourhood relationships among the inputs in the arrangement of the corresponding
neurons in the lattice. The above two approaches suggest neural networks as an alternative
for solving certain optimization problems as compared to classical optimization techniques
and other novel approaches.

3.4.4 simulated annealing

The simulated annealing (SA) metaheuristic has its origins in statistical physics. The
interest in using SA for combinatorial optimization problems began in the early 1980s
with the work of [58] and [7]. The SA metaheuristic performs a stochastic search of the
neighbourhood space. Modifications to the current solution that increase the value of
the objective function are allowed (for a minimisation problem) as opposed to classical
descent methods where only modifications that decrease the objective value are allowed.
More precisely, a modification that reduces the objective value is always accepted, while a
modification that increase the objective value by ∆ is accepted with a probability exp(∆

T ),
where T is the temperature control parameter. At a high temperature, the probability
of accepting an increase to the objective value is high. This probability gets lower as the
temperature is decreased. Typically, the SA algorithm starts with a high temperature to
perform a coarse search of the solution space. The temperature is then gradually reduced
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to focus on a specific region. The initial temperature value of T, the number of iterations
to be performed at each temperature, the cooling (reduction) rate of the temperature
value and the stopping criterion are determined by the so-called SA cooling schedule.

3.4.5 Tabu search

Tabu search (TS) ideas were introduced by [18] and [28]. The TS method is a metaheuristic
which shares with the SA algorithm the ability to guide the local search descent method to
avoid bad local optima. It uses, however, a deterministic rather than stochastic acceptance
criterion. At each iteration, TS moves to the best admissible neighbour, even if this causes
the objective function to deteriorate. This admission criterion may lead to cycling, i.e.,
returning to solutions already visited. To avoid cycling, attributes of accepted solutions
are stored in a tabu list and declared tabu for a number of iterations. A neighbouring
solution is considered forbidden and deemed not admissible if it has attributes on the
tabu list. Storing attributes rather than the complete solutions may cause some non-tabu
solutions to be wrongly prevented and aspiration criteria are normally used to correct
such errors. To produce good results, intensification and diversification strategies are also
employed. The former strategy is used to perform a thorough search in good regions while
the latter strategy is attempted to consider solutions in a broad area of the search. For
more recent developments, refer to [23, 20].

4 Scheduling Workflows

Even if workflows can be modeled as DAGs, their scheduling on actual Grid infrastructure
relies on the coordination of different heuristics taking into account its heterogeneity, its
dynamicity and the data management. In this section, we survey papers dealing with the
scheduling of workflows on Grids and the way they are implemented in given workflow
middlewares.

4.1 Scheduling with Constraints

Many workflow applications require some quality-of-service assurance depending wheter
they need to be executed before a specific time, cost less than a given amount of budget
or use less than a given amount of MBytes. In [69], several such algorithms are described.

4.1.1 Storage constraints

[52]

4.1.2 Budget constraints

In [68], ...
In [59], ...

4.1.3 Deadline constraints

[48]
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4.2 Scheduling strategies of specific Workflow systems

4.2.1 Pegasus

Pegasus [49] uses workflow partionning.

4.2.2 Askalon

The Askalon system [2, 13] is built upon a set of components for the development and
execution of workflow application over the Grid. The Resource Manager is responsible
for negociation, reservation, and allocation of resource, as well as automatic deployment
of services. The Scheduler is a service that determines effective mappings of single and
multiple workflow applications over the Grid using graph based heuristics and optimization
alogorithms

The Askalon system uses three algorithms [65] to schedule workflows represented as
DAGs (written in the AGWL language): HEFT, a genetic algorithm and a Myopic algo-
rithm. This last algorithm is just a just-in-time scheduling strategy using local decisions.
The conclusions of the authors is that HEFT performs better than the Myopic algorithm.
The genetic algorithm can be computationally extensive. An other conclusion is that in-
cremental workflow scheduling does not give the best performance and moreover, it tends
to produce less efficient results for unbalanced workflows. Full-graph scheduling produces
the best results.

4.2.3 Gridflow

Gridflow [27]

4.2.4 GrADS

GrADS [26]

5 Conclusion
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